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Abstract—The variational equations of nonlin-
ear dynamical systems are addressed. It is shown
that their dynamics is fully characterized by a set
of polynomials of decreasing order.

I. Introduction

As is well known, small variations around a
solution trajectory of general dynamical systems
satisfy a linear time-varying (LTV) equation [1].
On their turn, the modal solutions of LTV equa-
tions are fully characterized by the earlier intro-
duced dynamical eigenvalues [2].
In this paper, it is shown that the dynamical
eigenvalues satisfy a scheme of polynomial equa-
tions of decreasing order. The time-dependent co-
efficients of each polynomial equations incorper-
ate a dynamical eigenvalue solution of a lower or-
der polynomial.
At first glance this seems to be in contradiction
with the theory of linear time-invariant (LTI) sys-
tems with precisely one characteristic equation for
the complete eigenspectrum.
However, in Section 2 it will be shown that also for
LTI systems there is a set of characteristic equa-
tions corresponding to the set of eigenvalues.
It is derived with respect to single-input single-
output (SISO) systems. In Section 3, the state
space approach for time-varying systems is used
in order to obtain the dynamic eigenvalues and
the corresponding characteristic equations. The
results are in agreement with LTI systems. It is
demonstrated that the set of characteristic equa-
tions for LTV systems cannot be reduced to one
and the same characteristic equation. As a conse-
quence, our results are generalizations of the work
of Kamen [3] and Zhu [4], respectively.
Finally, it is shown how the Cauchy-Floquet de-
composition can be obtained without using the
state space approach.

II. Scheme Of Characteristic Equations
For Lti-Systems

Assume that the homogeneous input-output re-
lation for SISO-LTI-systems is given by

a0D
nx+a1D

n−1x+ · · ·+an−1Dx+anx = 0, (1)

where D = d/dt and a0, a1, . . . , an are constant
coefficients, respectively. Relation (1) will be nor-
malized by setting

a0 = 1 . (2)

In (1) we write, for each time derivative

Dkx = Dk−1[D − λ]x+ λDk−1x . (3)

Then, the input-output equation (1) can be
rewritten as

n−1∑

i=0

αiD
n−1−i[D−λ]x+

(
n∑

i=0

aiλ
n−i
)
x = 0, (4)

in which

αi =
i∑

j=0

ajλ
i−j (i = 0, 1, . . . , n− 1) . (5)

Equation (4) shows that a modal solution of the
form

x = exp(λt) (6)

satisfies (1) if and only if eigenvalue λ is a solution
of the polynomial equation

n∑

i=0

aiλ
n−i = 0 , (7)

which at this place is called the first characteristic
equation. Note that in view of (7) it follows that
αn = 0. In a further expansion, equation (4) can



be written as

n−2∑

i=0

βiD
n−2−i[D − µ][D − λ]x+

+

(
n−1∑

i=0

αiµ
n−1−i

)
[D−λ]x+

(
n∑

i=0

aiλ
n−i
)
x = 0

(8)

in which

βi =

i∑

j=0

αjµ
i−j (i = 0, 1, . . . , n− 1) . (9)

Now, equation (8) shows that the modal solution

x = exp(µt) (10)

satisfies the LTI input-output equation (1) if and
only if

(
n−1∑

i=0

αiµ
n−1−i

)
[µ− λ] +

n∑

i=0

aiλ
n−i = 0 . (11)

Next, if (6) is a solution of (1), equation (11)
reduces in view of (7) to a so-called second char-
acteristic equation

n−1∑

i=0

αiµ
n−1−i = 0 . (12)

Moreover, the solution (11) yields by substituting
of (5) for αi

(
n−1∑

i=0

αiµ
n−1−i

)
[µ− λ] +

n∑

i=0

aiλ
n−i =

=

n∑

i=0

aiλ
n−i −

n−1∑

i=0

ajλ
n−j +




0∑

j=0

ajλ
0−j


µn+

+




1∑

j=0

ajλ
1−j −

0∑

j=0

ajλ
1−j


µn−1 + . . .

· · ·+



n−1∑

j=0

ajλ
n−1−j −

n−1∑

j=0

ajλ
n−1−j


µ1 =

a0µ
n + a1µ

n−1 + · · · + an−1µ
1 + an . (13)

Thus, for LTI systems the second characteristic
equation is observed to be equivalent to the first
characteristic equation.
From another point of view, equation (7) gives an

algebraic polynomial of degree n, while (12) yields
an algebraic polynomial of degree n− 1.
Furthermore, relation (5) directly implies for (i =
1, 2, . . . , n− 1)

λαn−i = −an−i+1 + αn−i+1 (14)

and for i = 0

a0λ = −a1 + α1 with a0 = 1 . (15)

Now, if λ is eliminated from (14) and (15), we
obtain for i = 1, 2, . . . , n− 1

(α1 − a1)αn−i − αn−i+1 + an−i+1 = 0 . (16)

Next, we introduce the row vectors

αT = [αn−1, . . . , α1 ]

aT = [ an, . . . , a2 ]

eT
n−1 = [ 0, . . . , 0, 1 ]





(17)

in which T stands for the transpose and the shift-
matrix

I+
n−1 =




0 1 . . . 0
...

. . .
. . .

...
...

. . . 1
0 . . . . . . 0




. (18)

As a consequence, (16) can be written as the vec-
tor algebraic Riccati equation [5]

αTen−1α
T − a1α

T −αT I+
n−1 + aT = 0 T . (19)

In the same way, the characteristic equation (12)
together with (9) induces a second algebraic Ric-
cati equation, namely

βTen−2β
T − b1βT − βT I+

n−2 + bT = 0 T (20)

with

βT = [βn−2, . . . , β1 ], bT = [αn−1 , . . . , α2 ], b1 = α1 .
(21)

This process can be continued (n− 1) times. The
final result is that the original input-output equa-
tion (1) is replaced by

[D−λ1][. . . ][D−λn]x+

1∑

i=0

α
(n−1)
i λ1−i

1 [D−λ2][. . . ]

×[D−λn]x+

2∑

i=0

α
(n−2)
i λ2−i

2 [D−λ3][. . . ][D−λn]x+

· · ·+
n−1∑

i=0

α
(1)
i λn−1−i

n−1 [D−λn]x+

n∑

i=0

α
(0)
i λn−in x = 0.

(22)



It is concluded that the original differential
polynomial with constant coefficients in (1) is
factorized from the right with the eigenvalues

λn, λn−1, . . . , λ1. The coefficients α
(j)
i (j =

0, 1, . . . , n− 1) are obtained as

α
(0)
i = ai (i = 0, 1, . . . , n) , (23)

α
(j)
i =

i∑

k=0

α
(j−1)
k λn+1−j

j for

{
(i = 0, 1, . . . , n− j)
(j = 1, 2, . . . , n− 1) ,

(24)

with
α

(j)
0 = 1 . (25)

The elimination of the eigenvalues λj from (24)
with i = 1 leads to

α
(j)
1 = α

(j−1)
1 + λj (26)

which on its turn yields on account of (25) a set
algebraic Riccati equations a for lower dimension.

III. Scheme Of Characteristic Equations
For Ltv-Systems

In the preceding section a scheme of charac-
teristic equations for a LTI system has been de-
rived. In it, each equation corresponds to a sin-
gle algebraic Riccati equation. In this section the
reverse problem will be considered: the Riccati
equation will be obtained directly from the differ-
ential equation, and afterwards the characteristic
equation from the Riccati equation (compare [6]).
For that purpose, the input-output equation (1)
is rewritten in the state space description

ẋ =

[
I+
n−1 en−1

−aT −a1

]
x , (27)

where the dot stands for a differentiation with re-
spect to the time t. This equation will be trans-
formed to a second state space description accord-
ing to the transformation

x =

[
In−1 0
pT 1

]
y , (28)

in which
pT = [p1, . . . , pn−1] . (29)

The result of this transformation can be stated as

ẏ =

[
I+
n−1 + en−1pT en−1

0 T λ̃n

]
y , (30)

where
λ̃n = −a1 − pn−1 (31)

and pT satisfies the vector Riccati differential
equation

ṗT = −pT I+
n−1 − aT + λ̃npT . (32)

It may be clear that in (28) we have assumed
that the vector p is a function of time, thus
pT = pT (t). This allows a generalization to LTV
systems.
If pT is assumed to be a constant, then the left-
hand side of (32) reduces to zero and we have
an algebraic Riccati equation. In that case, (30)
shows that λ̃n is an classical eigenvalue of system
given by (30) and thus of system (27). As a conse-
quence, λ̃n is an eigenvalue of the original system,
given by (1).
Next, we have to show that λ̃n = λ̃n(t) satisfies a
characteristic equation. For that purpose (32) is
rewritten as

−pi + λ̃npi+1 = an−i + ṗi+1 (i = 0, 1, . . . , n− 2)
(33)

with p0 = 0. If the equations in (33) are multi-
plied by λ̃in and subsequently added together, we
obtain

λ̃n−1
n pn−1 =

n∑

i=2

(ai + ṗn−i+1)λ̃n−in . (34)

Elimination of pn−1 from (33) with the aid of (31)
yields

n∑

i=1

āiλ̃
n−i
n = 0 , (35)

in which the modified polynomial time-dependent
coefficients āi = āi(t) are given by

āi = ai + ṗn−i+1 , (36)

with pn = 0. Thus for LTI systems, where pT

is a constant vector (ṗn−i+1 = 0), equation (35)
equals indeed the classical characteristic equation
with λ̃n an eigenvalue of the input-output equa-
tion (1).
Next, we show

λ̃n = λ1 . (37)

To that aim, we remark that (30) yields

ẏi = yi+1 (i = 1, 2, . . . , n− 2)

ẏn−1 = p1y1 + · · ·+ pn−1yn−1 + yn

ẏn = λ̃nyn





. (38)



As a consequence, we have

Dn−1y1 − pn−1D
n−2y1 − . . .

· · · − p2Dy1 − p1y1 = yn

ẏn = λ̃nyn





. (39)

Hence, yn has the modal form [7]

yn(t) = C exp[
t
∫ λ̃(τ)dτ ] , (40)

with C a constant. In addition, we have

[D−λ̃n](Dn−1−pn−1D
n−2−· · ·−p2D−p1)y1 = 0.

(41)
It is observed that the original differential poly-
nomial in (1) will be factorized from the left this
time. Since the transformation (28) implies

y1 = x1 = x , (42)

equation (41) directly results into the identity
(37).
It should be remarked, again, that (41) remains
valid if the coefficients ai are functions of time.
To show this directly without the use of any state
space description, write

Dnx = [D − λ̃n]Dn−1x+ λ̃nD
n−1x (43)

and substitute (31), resulting into

Dnx = [D− λ̃n]Dn−1x−(a1 +pn−1)Dn−1x . (44)

As a consequence, we obtain

Dnx+ a1D
n−1x = [D− λ̃n]Dn−1x− pn−1D

n−1x .
(45)

Next in (45) we apply

pn−1D
n−1x = D(pn−1D

n−2x)− ṗn−1D
n−2x =

[D − λ̃n]pn−1D
n−2x+ (λ̃npn−1 − ṗn−2)Dn−2x

(46)

and subsequently use the expression (33) for i =
n− 2 This yields

Dnx+ a1D
n−1x+ a2D

n−2x =

[D − λ̃n](Dn−1x− pn−1D
n−2x)− pn−2D

n−2x .
(47)

By repetition of the above arguments we get

Dnx+ a1D
n−1x+ a2D

n−2x+ · · · + an−1Dx =

[D−λ̃n](Dn−1x−pn−1D
n−2x−· · ·−p2Dx)−p1Dx.

(48)

Finally, with

p1Dx = [D − λ̃n]p1x+ anx , (49)

we arrive at

Dnx+a1D
n−1x+a2D

n−2x+· · ·+an−1Dx+anx =

[D−λ̃n](Dn−1x−pn−1D
n−2x−· · ·−p2Dx−p1x).

(50)

It is clear that this process can be continued until
the Cauchy-Floquet decomposition is obtained.

IV. Conclusions

In this paper, it is argued that for linear time-
invariant (LTI) as well as for time-varying (LTV)
systems each term of the Cauchy-Floquet factor-
ization of the differential operator induces a char-
acteristic polynomial and a set of coupled Ric-
cati equations. For a n-th order system, the first
right placed factor gives a n-th order characteris-
tic polynomial and n−1 coupled algebraic Riccati
equations, with n− 1 solutions. For constant sys-
tems, these n− 1 solutions are the coefficients in
the remaining differential polynomial. For LTV-
systems, the vector algebraic Riccati equation is
replaced by a vector differential Riccati equation,
resulting in modified time dependent coefficients
of the polynomials.
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