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ABSTRACT
Slowly-varying systems can be approximated by time-
invariant systems. Such an approximated slow-varying
system can be described with algebraic eigenpairs. These
eigenpairs determine the (form and) behaviour of the fun-
damental matrix. On its turn, this fundamental matrix is
an approximation of the fundamental matrix of the orig-
inal time-varying system. However, the properties of the
latter one are described by so called dynamic eigenpairs.
In this paper, it is shown how the dynamic eigenpairs are
approximated by the classical algebraic eigenpairs.

1. INTRODUCTION

One of the most remarkable results in the theory of lin-
ear differential systems with slowly-varying coefficients
is given by Desoer [1] in a one-page article. The so called
”frozen time” behaviour appears in variational equations
with respect to the underlying nonlinear dynamical sys-
tems when this original system has a relatively slowly
varying bias signal [2]. Applications of the ”frozen time”
approach in the field of stabilizing feedback systems are
given among others by Kamen et.al. [3]. Even in re-
cent textbooks on linear systems [4] and linear differen-
tial equations [5], attention has been given to this basic
result on the frozen time approach.
Recently, Solo [6] found that the stable solutions of slowly
time-varying linear systems are allowed to have time-
dependent eigenvalues in the right halfplane as long as
on the average they are strictly in the left halfplane. In
[7] an example has been given of a system which is not
slowly varying but which also shows this behaviour of
an eigenvalue which is allowed to ”wander” in the right
halfplane as long as its mean value is located in the left
halfplane. So the conclusions of Solo can be broadened.
From another point of view, Kamen [8] deduced that the
two eigenvalues of a second order dynamical system with
time-varying coefficients do not behave like complex con-
jugated numbers. This indicates that the role and use of

algebraic eigenvalues has to be questionized.
A same type of problem appears in the asymptotic theory
for ordinary differential equations [9]. There, also, a sug-
gestion for the improvement of the algebraic eigenvalues
is discussed. Nevertheless, a physical base for these im-
provements is not given.
A succesful attempt to give such an argument is given
by Wu [10, 11]. In his papers, he introduces the con-
cepts of non-parametric arbitrarily time-dependent prin-
cipal modes, eigenvalues and eigenvectors. To distin-
guish them from the classical algebraic, parametric eigen-
values, we will use the prefix dynamic (see also [12]).
Moreover, Wu formulates the dynamic eigenvalue prob-
lem, which will yield the dynamic eigenvalues and dy-
namic eigenvectors.
The dynamic principal modes appear by assuming that
the linear time-varying dynamical system has solutions
in the form of single exponential functions. Each expo-
nent itself is in general a nonlinear function of time. For
a linear time-invariant system this nonlinear function re-
duces to a linear function with the eigenvalue as slope.
This opens a perspective to generalize the concept of the
classical algebraic eigenvalues to dynamic eigenvalues;
they are simply defined as the time-derivative of the non-
linear exponent in the dynamic mode. (see also [12]).
An example of a two-dimensional system is presented in
[13]. This example explains the problems which are re-
ported in [8]. In [14, 15] it is reported how the dynamic
eigenvalues generalize the Floquet-numbers. In [12], an
improvement on a result of Wu [11] is presented. This
result indicates in some sense that the classical algebraic
eigenvalue can be considered, under convergence condi-
tions, as a limiting value of iterated dynamic eigenvalues.
In [16] an alternative for the classical characteristic equa-
tion will be derived. This requires a similarity transfor-
mation applied on the systemmatrix. The similarity trans-
formation is performed using a shear transformationma-
trix.
In this paper, a second extension to linear time-varying



dynamical systems is discussed. This approach gener-
alizes the results in [8] on time-continuous dynamical
systems. The extension, to be presented, also justifies
the use of algebraic eigenvalues in slowly-varying sys-
tems in stead of dynamic eigenvalues. Further, it explains
the use of algebraic eigenvalues when the systemmatrix
approaches a constant matrix for time going to infinity.
Moreover, it seems to explain the requirements for con-
vergence in the iteration procedure given in [12].
In this paper a generalized characteristic equation for sec-
ond order systems will be discussed. It is shown that for
slowly-varying systems the classical theory motivates an
approximation of the theory on dynamic eigenvalues.

2. MATHEMATICAL BACKGROUND

Consider a two-dimensional linear time-varying differen-
tial system with

d

dt

[
x1

x2

]
=

[
a11(t) a12(t)
a21(t) a22(t)

] [
x1

x2

]
. (1)

Assume that
[
x1

x2

]
= u1 exp(γ1(t)) (2)

satisfies (1). Substitution of (2) into (1) yields the dy-
namic eigenvalue problem [5, 11, 12]

[
a11 − λ1 a12

a21 a22 − λ1

]
u1 = u̇1 , (3)

where

λ1(t) = γ̇1(t) ⇔ γ1(t) =

∫ t

0

λ1(τ)dτ (4)

with
γ1(0) = 0 . (5)

A pair (λ1,u1) such that (3) is satisfied, is called a dy-
namic eigenpair with λ1 a dynamic eigenvalue and u1 a
dynamic eigenvector, respectively [12]. Assume further

u1 =

[
1
l(t)

]
(6)

satisfies (3). Then we must have

(a11 − λ1) + a12l = 0

a21 + (a22 − λ1)l = l̇
. (7)

Elimination of l from (7) yields

a12a21 − (a11 − λ1)(a22 − λ1) = a12 l̇ . (8)

This is a generalization of the characteristic equation for
time invariant systems. There, of course, we have l̇ = 0.
We can also eliminate λ1 from (7). Then

l̇ = −a12l
2 − (a11 − a22)l + a21 . (9)

This is a Riccati differential equation. It is clearly equi-
valent to the characteristic equation for time invariant sys-
tems.
If l satisfies (9), then the state transformation

[
x1

x2

]
=

[
1 0
l 1

] [
y1

y2

]
(10)

leads (1) to

d

dt

[
y1

y2

]
=

[
λ1 a12

0 λ2

] [
y1

y2

]
, (11)

where
λ2(t) = −la12 + a22 . (12)

With λ2 instead of λ1 we can write (7) as

(λ2 − a22) + a12l = 0

a21 + (λ2 − a11)l = l̇
. (13)

Or, compactly, as [16]

[
l −1

] [ λ2 − a11 −a12

−a21 λ2 − a22

]
=
[
l −1

]
˙

(14)
Finally, remark that the state transformation

[
y1

y2

]
=

[
1 u
0 1

] [
z1

z2

]
(15)

with u(t) the solution of

u̇ = (λ1 − λ2)u+ a12 , (16)

will give for (11)

d

dt

[
z1

z2

]
=

[
λ1 0
0 λ2

] [
z1

z2

]
. (17)

By introduction of

γ2(t) =

∫ t

0

λ2(τ)dτ (18)

it readily follows from (1), (10), (15), (17), (9), (16) and
(18) that

[
x1(t)
x2(t)

]
= Φ(t, τ)

[
x1(τ)
x2(τ)

]
, (19)

where the fundamental matrix Φ is given by

Φ(t, τ) = L(t) exp{D(t, τ)}L−1(τ) , (20)

with a Lyapunov matrix

L(t) =

[
1 u(t)
l(t) l(t)u(t) + 1

]
(21)

and a diagonal matrix

D(t, τ) =

[
γ1(t)− γ1(τ) 0

0 γ2(t)− γ2(τ)

]
. (22)



3. THE SLOWLY-VARYING CONDITION

The fundamental solution of (1) under slowly-varying con-
ditions is written in [1] and [6] as

Φ̃(t, τ) = exp {A(τ) t} , (23)

in which A denotes the system matrix and where t > τ
with τ the ’frozen time’. However if both t ≥ 0 and
τ ≥ 0 independently, then (23) reads

Φ̃(t, τ) = exp {A(τ) (t − τ)} . (24)

Of course, Φ̃ should be in some sense an approximation
of the exact expression for Φ(t, τ) in (20). To show this
is indeed the case, we write (20) as

Φ(t, τ) = L(t)L−1(τ) exp{L(τ)D(t, τ)L−1(τ)} .
(25)

in which D(t, τ) is the diagonal matrix of (22). If the
slowly-varying condition is translated into the explicit ap-
proximations

L(t) ≈ L(τ) (26)

and
γi(t) ≈ sit , (27)

with si constants, then we conclude

Φ(t, τ) ≈ Φ̃(t, τ) . (28)

Remark that the expression

A(τ) ≈ L(τ)
1

t − τ D(t, τ)L−1(τ) (29)

with D(t, τ) defined in (22), represents a similarity trans-
formation which diagonalizes A(τ). This similarity trans-
formation introduces a frame of reference (with the colums
of L(τ) as coordinate-axes) in which the motion of the
system is decoupled along the principal axes. The con-
dition (26) states that this frame of reference does hardly
move with respect to the original frame of reference.
In principle, the conditions (26) and (27) are necessary
for a varying system to be approximated by an invariant
system. There are, however, systems which satisfy (26)
but not (27). We remark that (26) and (27) are satisfied
over a time-interval I , if the coefficients of the system
matrix are constant on that interval. Further, the relation
(26) should hold for all columns of the system matrix,
even if the system is slow in a specific direction. Con-
sider as an illustration a system which has a circular orbit
in a fixed frame of reference. Then we have

A =

[
0 −φ̇
φ̇ 0

]
(30)

with φ̇ an angular velocity. Note that (9) has in this case
a solution

l(t) = tanφ(t) (31)

So, a slowly-varying behaviour follows only if

φ̇ ≈ constant (32)

It can be seen from (22) and (25) that the stability be-
haviour of the system is determined by the quantities
γi(t) − γi(τ) (i = 1, 2). Since L(t) is Lyapunov, it is
clear that due to boundedness of L(t) the system is stable
if

lim
(t−τ)→∞

< 1

t− τ

∫ t

τ

λi(ξ)dξ < 0 (33)

where < denotes the real part.
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Figure 1: First order linear time-varying circuit

This is demonstrated by the circuit of figure 1. Here it
is assumed that the capacitor has an initial charge and
that the switch is periodically in the on/off state. Since
the circuit is a first order system, the pole is alternating
between left and right half-plane according to the position
of the switch. If the switch is positioned equal periods in
the on- and off-state, then we have

lim
(t−τ)→∞

< 1

t− τ

∫ t

τ

λ(ξ)dξ = 0 (34)

Expressions (33) and (34) sharpen the result of Solo [6].
It states that the dynamic eigenvalues has to be an aver-
age in the left half plane in order that the system is sta-
ble. In principle, this point has nothing to do with slowly-
varying.
We mention a third point for discussion. From (8) it is
seen that algebraic and dynamic eigenvalues are solutions
of the same characteristic equation if l̇ = 0. In that case
the effect of an algebraic similarity transformation which
diagonalizes A, will be derived from (1). To that aim,
introduce

x = Sy (35)

where S diagonalizes A, x = [x1 x2]T and y = [y1 y2]T ,
respectively. Then

ẏ = (Λ− S−1Ṡ)y (36)

where Λ is a diagonal matrix such that

Λ = S−1AS (37)

Now it is clear that for Ṡ = 0, the similarity transforma-
tion decouples the set of equations. Iteration procedures
to solve (36) with asymptotic methods for 2-dimensional



systems are given [9]. The next step in the iteration
procedure is to find a similarity transformation such that
Λ− S−1Ṡ becomes diagonal. A formal proof of such an
iteration procedure is given in the accompanying paper
[12].

4. CONCLUSIONS

It is argued that the conditions for a system to be slowly-
varying can be derived from the fundamental matrix in
stead of the system matrix. Then he time-averaged dy-
namic eigenvalue appears to be a measure for stability of
the system. These dynamic eigenvalue can be approx-
imated by the classical algebraic eigenvalue for slowly-
varying systems. This declares the results of Desoer [1]
and Solo [6]. Moreover, iteration procedures for obtain-
ing dynamic eigenvalues can be interpreted as means to
make the system slower in a new frame of reference.
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